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The issue ofmodel reduction is one thatmust often be overcome in order to perform the necessary checks as part of

the spacecraft finite elementmodel validation process. This work compares different reductionmethods: specifically,

the popular and longstanding Guyan method and the potentially more accurate system equivalent reduction

expansion process. The influence of sensor set location on the quality of the reducedmodel is also considered, and the

commonly applied methods to maximize kinetic energy and effective independence are applied. These investigations

take the form of studies involving two large, unique, scientific spacecraft. The computational results are compared

with experimental results that are also detailed in the paper. The findings highlight the potential issues with the

accuracy of aGuyan reducedmodel in replicating the full systemdynamics, evenwith a reasonably large sensor set. It

is shown that this can be improved slightly in some circumstances through implementation of sensor set placement

optimization techniques. The system equivalent reduction expansion process method is shown to have the benefit of

being more accurate at replicating the full system behavior than the more traditional Guyan method while also

producing higher diagonal values in cross-orthogonality comparisons between the finite element model and the test.

Nomenclature

a = candidate sensor set
C = damping matrix
f = applied force vector
I = identity matrix
K = stiffness matrix
M = mass matrix
m = master degrees of freedom (to be retained)
Q = Fisher independence matrix
s = slave degrees of freedom (to be eliminated)
u = physical displacement
η = modal displacement vector
Φ = modal matrix
ϕ = analytical mode shape vector
ψ = experimental mode shape vector

I. Introduction

F ROM a structural perspective, launch is one of the most
challenging phases in the mission of a spacecraft. The

interaction between the spacecraft and the launch vehicle is an
important aspect of this; however, it is not possible to practically test
the two systems coupled together. Thus, in order to simulate the
launch environment, coupled loads analyses (CLAs) are carried out
that couple a finite elementmodel (FEM) of the spacecraft with one of
the launcher to virtually predict flight loads. If there is to be
confidence in the results of the CLA, it is necessary to first validate
the spacecraft FEMagainst appropriate test-measured data in order to
ensure that the math model is able to reproduce accurately the
behavior of the physical hardware. A correlation process is therefore

initiated, in which the analytical and experimental results are
compared and the FEM updated to reconcile differences between test
and analysis.
Comparisons between the test and finite element analysis (FEA)

are made by using modal vector-based metrics, such as modal
assurance criteria (MAC) [1] and cross-orthogonality checks (COCs)
[2], where the MAC check is a comparison between two vectors
(typically, the test-derived mode shapes and FEA eigenvectors) and
the COC is an orthogonality check that uses the system mass matrix
[3]. The use of the mass matrix serves to weight the degree-of-
freedom (DOF) importance based on modal mass, which is not
accounted for by the basic MAC check.
Theuse of theorthogonalitymetric does, however, introduce the issue

of the order of the mass matrix. When computing the MAC, vectors
describing the mode shapes must be of equal length. The FEM is likely
to have data for hundreds of thousands, if not millions, of DOFs,
compared to data for only a few hundred DOFs captured by
accelerometers during the test. The MAC can nonetheless be used by
simply partitioning out the FEM eigenvector values for DOFs
corresponding to the test measurement point plan (MPP), and therefore
doesnot require furthermanipulationof themodel.For theorthogonality
checks, themassmatrix dimensionsmust match themodal vector order.
It is therefore necessary to either expand the experimental data to aDOF
count matching the FEM or reduce the analytical results to the DOFs
corresponding to the test accelerometers [4]. A potential problem with
using the FEM to expand the test data is that any errors in the FEM,
which is still to be validated, may corrupt the experimental data and
undermine the following correlation and update process. It is therefore
generally considered that the modal reduction of the FEM to the test
measured DOFs, to create a test-analysis model (TAM) of the structure,
is the preferred approach [5].
There are many methods currently available for performing these

reductions. There have already been several studies [6–12]
comparing the various methods, including static (or Guyan)
reduction [13], the improved reduction system (IRS) [14], dynamic
reduction [15], modal reduction [5], the system equivalent reduction
expansion process (SEREP) [16], hybrid [17], and Craig–Bampton
[18]. Here, the focus is on the Guyan reduction method, which has
some historical basis and availability within finite element (FE) tools
such as MSC Nastran [19]; and SEREP, which has been identified as
potentially more suitable for generating spacecraft TAMs [20,21].
Where most previous work has focused on small, generic example
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cases, the main contribution of this work is to show and identify how
these methodologies perform with real spacecraft and typical FEMs
generated in industry. Another aspect to be considered by this work is
the influence of different sensor placement options on the respective
reduction methods.
The choice of test sensor/accelerometer set locationMPP is crucial

in order to sufficiently capture the dynamics of the system. Good
quality test data are vital if the resulting spacecraft FEM validation is
to be meaningful. The experimental modal parameters used in the
validation of spacecraft FEMs are typically estimated from data
collected during fixed-base sine-sweep testing performed through
use of an electrodynamic shaker. In specifying the MPP in
preparation for a spacecraft sine test, usually, the first point of focus is
capturing the response measurements at all unit or equipment
mounting locations, key subsystem locations (often prescribed as
suitable monitor locations by subsystem contractors), and CLA
recovery locations. Such a primary focus on data recovery, in terms of
obtaining inputs into the payload or responses on the payload, often
accounts for a substantial portion of available channel count, which
can leave a potential smaller subset available for which the purpose is
primarily to support modal correlation. All modes of significance,
both to the global structure and to any critical local modes on
subsystems,must be capturedwith sufficient signal strength and have
independence such that each mode is distinct and easily identified
and differentiated from the othermodes of the system. In addition, the
spacecraft FEM correlation process requires the production of a good
quality reduced TAM to increase the likelihood of achieving
acceptable results for the COC. The quality of the final TAMdepends
heavily on the reduction method being employed and on the retained
DOFs of the system. As such, pretest methods to improve the
placement of sensors have been created [22–26].
Over the years, various sensor placement optimization methods

have been developed that employ the FEM to identify a MPP set
pretest, such that the data collected are of high quality for clear mode
identification and for production of accurate, robust TAMs. Most
methods involve the identification of the “best” degrees of freedom to
keep from an initial larger candidate set; however, more recently,
some methods have been developed that expand out from a small
initial set to a larger final set [27]. Both iterative methods, such as the
effective independence (EFI) method [28], and single calculation
methods, such as modal kinetic energy (KE) [29], are available.
Sensors may be considered individually as separate DOFs or in
grouped form, such as in the case of triaxial sensors [30].
Flanigan [10] observed that certain reduction methods appeared to

bemore influenced than others by an inadequate sensor set. Bergman
et al. [6] also explored different reduction methods, and they
proposed that many previous studies, such as those by Chung and
Simonian [8], Freed and Flanigan [9], and Avitabile et al. [11], had
failed to account for the fact that different reductionmethods required
different sensor placement optimization methods. Most previous
work exploring reduction methods had taken a single sensor set,
determined from a particular sensor placement optimization method,
and had compared the reduction methods for that particular set. As
such, Bergman et al. [6] attempted to compensate for this by applying
different sensor placement methods as appropriate for each reduction
method, in order to assess the quality and robustness of the resulting
TAMs with respect to the same original full FEM. Of the sensor
placement methods considered, SEREP performed best when EFI
[27] was applied to ensure optimum linear independence of target
modes; whereas for static reductions, a KE-based technique was
employed. It is therefore clear that the sensor placement methodmust
be consistent with the reduction method to be employed, as the two
are interconnected. As such, this work takes a similar approach, in
that both EFI- and KE-based sensor placement techniques are
explored. In addition to these optimized sensor placements, as
considered in theworks previously cited, this work also considers the
real MPPs used in spacecraft testing, which account for practical
considerations of accessibility and areas of interest to predict load
levels around delicate equipment.Where the Bergman et al. study [6]
focused on one simple, generic satellite FEMwith fewer than 10,000
DOFs in total, this work considers two real, large, scientific

spacecraft (BepiColombo and Aeolus) FEMs with complex
architectures and DOF counts on the order of hundreds of thousands.

The use of real spacecraft in this study has enabled final comparisons
to be made between the FEM and the test mode shapes. Although

previous work has investigated the robustness of reduction methods
in theory using analytical models [21], the differences between test
and FEMmode shapes can be caused by awide variety of factors and,

as such, can be difficult to replicate using purely mathematical
analyses. In real testing, it is possible that not all vibrationmodes will
be properly excited; the dynamic influence of coupling with the

shaker structure can influence the responses; and there can be
additional uncertainty in the test mode shapes introduced through

curve-fitting estimations. The FEMs, which are often large and
intricate, may not match the test due to a variety of issues; including
“incorrect” modelling assumptions in regions which are difficult to

represent, such as the rigid constraints applied at the base. The
comparison with test data presented here allows for a realistic
assessment of the suitability of the reduction methods to create

reduced TAMs for an actual test–FEM correlation rather than more
“academic” studies, the conditions of which often minimize or omit

many of these factors. The fact that two real spacecraft have been
considered gives wider relevance to the results of this work.
The studies presented herein are focused on the issues associated

with the placement of accelerometers during modal testing and the
subsequent reduction of the mathematical model to the corresponding

DOFs. The need to perform such activities is a direct consequence of
the use of discrete measurement methods (i.e., only having data at a
limited number of selected discrete points on the test structure for

comparison with the mathematical model). Many of the most
established model reduction methods have been around for decades

[31]. During that time, the number of accelerometers used on typical
modal vibration tests has not increased in linewith the increase in FEM
“size,” with FEMs comprising over a million DOFs now common in

many applications (such as those considered in this paper). This
increased mismatch in the amount of data from the test and FEM has
exacerbated the issues associated with model reduction; as such, this

work presents the results of reductions performed on larger, more
complex FEMs thanmany of those considered in older studies or those

focused on smaller/simpler academic example cases.
Full-field measurement methods and those able to capture data at

more numerous points have been developed thatmay address someof
the issues associated with the traditional discrete measurement
techniques. These include the application of noncontact approaches,

such as digital image correlation (DIC) [32,33] and the use of laser
Doppler vibrometers (LDVs) [34,35]. The noncontact measurements
will have the additional benefit of not mass loading the structure,

which can be an issue with traditional methods employing sensors
attached to the structure. The availability of full-field data may also

enhance the ability to identify and distinguish subtleties in different
vibration mode shapes from the test in cases where this may not have
been achieved with a discrete MPP. Of the aforementioned optical

measurement techniques, the use of LDVs is more common for
vibration testing at present; however, issues including the expense
and time required have so far limited the range of applications [31].

The development of experimental modal analysis methods
employing DIC in three dimensions has shown feasibility, but the

technology remains too immature [31] to be considered for industrial
applications such as those addressed herein. Research into this
subject is ongoing, with several studies comparing the more

traditional modal testingmethods (such as roving hammer tests using
accelerometers) with these noncontact optical approaches [31,36], as
well as work being undertaken to develop the new data processing

and correlation methods necessary to account for large amounts of
data gathered from the full field of interest [37–39].
Additionally, the field of strain modal analysis may become more

widespread in years to come. The use of distributed fiber-optic

strain sensors has become common in structural health monitoring
[40]; however, their use may be broadened into modal testing
applications as developments, such as fiber Bragg grating sensors

[41], continue overcome some of the issues that had previously
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inhibited the practicality of strain gauges versus the more easily
applied accelerometers [42].
It is possible that the future ofmodal testingwill lie in the use of the

aforementioned methods. If full-field techniques become viable for
large, complex structures, this may circumvent many of the issues
concerning sensor placement andmodel reductions that are presented
herein. Until such time as the cost and practicality issues associated
with the full-field approaches are resolved, there is still value in
pursuing the best sensor placement and model reduction methods for
current discrete measurement applications.

II. Theory

A. Modal Correlation Checks

The MAC are a simple means to determine the level of similarity
between two vectors of equal order. Typically in FEM correlations,
the test mode shapes and FEM eigenvectors are compared, and the
MAC check yields a value between zero and one that indicates how
closely matched the vectors are, with one indicating a perfect match:

MAC � �ψTϕ�2
�ψTψ� ⋅ �ϕTϕ� (1)

The experimental and analytical mode shapes are given here by ψ
and ϕ, respectively.
It is generally considered, and indicated in the European

Cooperation for Space Standardization (ECSS) standards [43] and
similar NASA guidelines [44], that target modes achieving aMACof
at least 0.9 indicates a good correlation, and as such this is the target
value for the fundamental modes of a spacecraft.
The COC is also an ECSS [43] required check and works similarly

to MAC, but with the mass matrix employed to weight the relative
importance of theDOFs being considered.An ideal result of perfectly
matched mode shapes that are orthogonal to the mass matrix will
yield a diagonal matrix and, for mass normalized modes, this
becomes an identitymatrix. In the ESA andNASA standards [43,44],
it is specified that offdiagonal values less than 0.1 and leading
diagonal terms greater than 0.9 are deemed to indicate a good level of
correlation. The typical and normalized cross-orthogonality (NCO)
forms of the COC are given by

COC � �ψTMTAMϕ����������������������������
�ψTMTAMψ�

p ���������������������������
�ϕTMTAMϕ�

p (2)

NCO � �ψTMTAMϕ�2
�ψTMTAMψ��ϕTMTAMϕ�

(3)

where the TAM, or reduced mass matrix MTAM, is generated by
application of an appropriate model reduction method. The
experimental and analytical mode shapes are again given byψ andϕ,
respectively.

B. Model Reduction Methods

1. Guyan Reduction

Guyan reduction has been considered for investigation, as it is one
of the most commonly used reduction methods in industry. Due to its
popularity, this reduction method is supported by many widely used
FEA software packages; for example, this work has employed tools
available through MSC Nastran software [19] to perform the
reductions on the spacecraft FEMs.
Guyan reduction is a static reduction method, and therefore is not

able to accurately capture the exact dynamics of the full system.
Flanigan [10] showed that Guyan reduction produced a TAM that did
not represent the full system as accurately as more sophisticated
methods, such as the IRS and dynamic reduction, which had been
developed subsequently to overcome the shortcomings of static
methods. One reason for its continued popularity, despite its limita-
tions, is that Guyan reduction is simple to perform and is incorporated

through a production routine within certain FE codes. Another key
advantage is that the resulting TAM also has been shown (e.g., by
Chung and Simonian [8]) to have the benefit of being relatively
robust, when compared to modal methods such as the SEREP, at
achieving low offdiagonal COC results in spite of noise and small
errors in the test or FEM.
The dynamics of a system can be defined by the following

equation:

M �u� C _u� Ku � f (4)

where M, C, and K are the mass, damping, and stiffness matrices,
respectively; u is the physical displacements; and f is the applied
forces.
To perform theGuyan, or static, reduction, Eq. (4) can bewritten in

the following partitioned form with the damping neglected:�
Mmm Mms

Msm Mss

�
·

�
�um
�us

�
�

�
Kmm Kms

Ksm Kss

�
·

�
um
us

�
�

�
fm

0

�
(5)

Here, the subscripts m and s are used for the master and slave
DOFs, respectively, where the masters are the DOFs of interest to be
retained and the slaves are those to be eliminated in the reduction. In a
Nastran context, the “masters”may be considered the problem A-set
definition in Nastran terminology.
For the static reduction, the inertias of the slave DOFs are assumed

small, and thus are neglected, allowing the second line of Eq. (5) to be
simplified to

Ksmum � Kssus ≈ 0 (6)

This allows for the slave displacements to be defined in terms of the
master displacements, and this transformation may then be
substituted back into Eq. (5) as follows:

"
Mmm Mms

Msm Mss

#"
I

−K−1
ss Ksm

#
· f �umg

�
"
Kmm Kms

Ksm Kss

#"
I

−K−1
ss Ksm

#
· fumg≈ ffmg (7)

The slave displacements us have been eliminated from the
equation. The reduced TAM can now be defined by premultiplying
by the transformation matrix, and the reduced mass matrix becomes�

I
−K−1

ss Ksm

�
T
�
Mmm Mms

Msm Mss

��
I

−K−1
ss Ksm

�
≈MTAM Guyan (8)

It is important to note that this method gives exact results for static
problems. As the solution is derived only from the static stiffness of
the system, there will be discrepancies when this is applied to
dynamic analyses.As such, theGuyan reducedmodelwill not give an
exact match to the eigenvalues and eigenvectors of the full system.
This means that, even with an initial full FEM that sufficiently
captures the dynamics of the test structure, the reduced model may
produce natural frequencies and mode shapes that are different from
those in the original FEM and result in noncompliance with corre-
lation checks, such as the COC. The level of imprecision is associated
with the neglected inertia of the DOFs not included in the reduction.
The method therefore typically becomes less accurate with the
increasing natural frequency of considered modes. As the quality of
the TAM is heavily dependent on the omitted and selected DOFs, the
choice ofMPP can significantly affect the accuracy of the final result.

2. System Equivalent Reduction Expansion Process

This work has also considered the SEREP [16] as a potential
replacement for the more commonly used Guyan technique for the
reduction of spacecraft FEMs, as it was identified previously by
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Aglietti et al. [20] as a potentially more suitable method. The main

benefit of the SEREP is that it computes a reduced model that

matches the eigenvalues and eigenvectors of the full model for the

considered DOFs. This approach was originally proposed by

Kammer with the development of the modal reduction method [5].

The term SEREP was derived when an adaptation of the original

modal reduction was developed by O’Callaghan et al. [16]. The

SEREP method presented a significant advantage, as the reduced

model gave a true representation of the full model dynamics,

therefore providing a potentially more meaningful comparison to the

test structure dynamic behavior. It was, however, important to also

consider that these benefits might be lessened if the TAM was not

robust for dealingwith noise and errors in the test and/or FEM results,

which could make it more difficult to achieve the required levels of

correlation as defined by theCOCs [9]. Further investigations into the

use of the SEREP for spacecraft FEM reduction, such as those of

Aglietti et al. [20] and Sairajan and Aglietti [21], found that the

robustness of the TAM to errors was dependent on the number of

modes included in the reduction. It was proposed that the robustness

might be improved by inclusion of only the target modes in the

reduction.
The SEREPmethod is derived by first defining the displacement of

master DOFs as follows:

um � ϕmη (9)

where the target mode shapes, partitioned to the required DOFs, are

contained in themodal matrixϕm, which is multiplied by appropriate

modal coordinates contained in the vector η.
It is then possible to rearrange the preceding equation:

η � ϕ−1
m um (10)

Often, the number of master DOFs is significantly greater than the

number of modes being considered; the following procedure can be

performed to obtain the pseudoinverse of the modal matrix:

η � �ϕT
mϕm�−1ϕT

mum � ϕP
mum (11)

where the superscript P represents the pseudoinverse of the reduced

modalmatrix. It is therefore possible to redefine the full displacement

vector u as

u � ϕη � ϕϕP
mum (12)

If Eq. (12) is substituted into Eq. (4), and the resulting equation is

then premultiplied by the transpose of the reduced modal matrix and

its pseudoinverse, the result is

ϕPT

M ϕTMϕϕP
M �uM � ϕPT

M ϕTKϕϕP
MuM � ϕPT

M ϕTf (13)

With the mode shapes mass normalized, which is commonly

performed automatically by FE software, the following holds true:

ϕTMϕ � I (14)

Looking back to Eq. (13), it can be seen that the TAM can be

represented in the following manner, and is therefore determined

from the mode shapes alone:

MTAM SEREP � ϕPT

M ϕP
M (15)

Note that nomanipulation of the full FEMmassmatrix is needed to

obtainMTAM SEREP. If required, the reduced stiffness matrix may be

derived in the same way. It should be noted that this method of

reduction inherently yields modes exactly matching the partitioned

full FEM modes.

C. Sensor Placement Optimization Methods

1. Modal Kinetic Energy Method

The concept of using energy distribution as amasterDOF selection

indicator has been in use for decades [45]. This led to the now

commonly applied modal KE method [29,46] of sensor placement

selection, which is a computationally efficient single calculation

method. This method estimates the dynamic contribution of the

considered DOFs through use of mass and modal displacement

information. This is calculated as follows:

KEik � ϕik

X
j

Mijϕjk (16)

where i denotes theDOF index; j is the column of themassmatrixM;

and k is the target mode number.
This KE calculation may be applied for all of the target modes in

order to determine the DOFs associated with maximized KE for the

mode under consideration [6]. An appropriate number of DOFs for

the final sensor set may then be selected on the basis of the

associated KE.
The KEmethod is therefore ameans to improve target mode signal

strength. One limitation of this method, however, is that the linear

independence of the target modes, which is an important factor to aid

in mode identification (and therefore test-analysis correlation), is not

considered. Nevertheless, this technique is still commonly used to

improve the accuracy in static TAMs. Furthermore, this technique is

often used as an initial method to reduce an extremely large sensor set

down to amore reasonable starting point to then apply another sensor

set optimization method, such as an effective independence-based

approach.

2. Effective Independence Method

To address the issue of linear independence, as well as signal

strength, for the target modes, Kammer [28] developed an iterative

method of sensor set selection known as the effective independence

method. Other methods previously attempted to address this, but

most employed search techniques that required greater computa-

tional time and effort [28].
The EFI method takes inspiration from the earlier work of Qureshi

et al. [47] by proposing to solve the problem of selecting a sensor set

that provides the best numerical conditioning of the Fisher

information matrixQ. The method is based on the idea that the linear

independence between modes is optimized by selecting DOFs to

maximize the determinant of the Fisher information matrix. The

effective independence matrix can be calculated as follows:

EFIii � �ϕa�iQ−1�ϕa�Ti (17)

where

Q � ϕT
aϕa (18)

where ϕa is the modal matrix, with rows corresponding to the

candidate set DOFs and columns representing themodes of interest to

be found by modal analysis of the full FEM. The leading diagonal

values are then 0 ≤ EFIi;i ≤ 1. The lower the value of the leading

diagonal, the less the corresponding DOF contributes to the

independence of the mode shapes. Therefore, this method works by

eliminating theDOFswith the lowest EFI. The technique is generally

applied iteratively, and the ideal case has only one single DOF

eliminated in each iteration. This enables the method to account for

cases where the elimination of one DOF changes the order of

importance of the remaining DOFs. This process is repeated until the

desired number of sensors is determined.
This method, and its variations, are commonly applied and

recommended in many texts [48–50] as an appropriate method to

apply when selecting sensor locations.
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III. Example Applications

A. Overview of Investigations Undertaken

The studies presented herein focused on two large, unique,
scientific spacecraft (shown in Fig. 1) [51]:
1) The first spacecraft is the ESA/Japan Aerospace Exploration

Agency collaboration spacecraft BepiColombo for the exploration of
Mercury. It has a stacked configuration comprising two planetary
orbiters and a propulsion module. The spacecraft has a mass of
6446 kg, and the FEM consists of approximately 302,065 nodes
(1,812,390 DOFs) and 278,030 elements.
2) The second spacecraft is the ESA’s Atmospheric Dynamics

Mission Aeolus spacecraft for global wind-component-profile
observation, which aims to improveweather forecasting. This space-
craft has a mass of 1800 kg, and the FEM consist of approximately
95,980 nodes (575,880 DOFs) and 109,295 elements.
These investigations compare the Guyan and SEREP FEM

reduction processes in order to assess their suitability for large
spacecraft applications. In addition, a number of different sensor
location options have also been examined.
Two sets containing the same number of DOFs as the original test

MPP have been assessed:
1) Both Guyan and SEREP have been performed on the original

spacecraft test MPPDOFs. The natural frequencies andmode shapes
of the reduced models are compared with the original full FEM
results (with mode shapes partitioned to the same MPP DOFs) to
assess the accuracy of the reduced model at representing the full
system dynamics.
2)Alternate sensor locations, with the samenumber ofDOFs as the

original MPPs, have been determined through the use of the modal
KE approach. With these new sensor locations, the Guyan reduction
is again applied to assess whether there is a notable improvement in
the orthogonality metric.
Using the initial test MPP DOFs as candidate sets, the effective

independence approach is adopted to reduce two new sets half the
size of the test MPPs:
1) The first “half-MPP-sized sets” consist of the DOFs that are

selected from the MPPs as being the “best-case” half of the MPP for
achieving optimal independence between the target modes.
2) The other half-MPP-sized sets consist of the remaining DOFs,

which are omitted from the MPPs during the effective independence
sensor selection. As such, this set represents a “worst-case” sensor
selection to serve as a comparison with the best-case DOFs that are
selected from the same original MPPs.

B. Reduction Method Comparisons

To investigate the quality of the TAM generated by the Guyan
reduction process and the SEREP, modal analyses have been
performed on theBepiColombo andAeolus FEMs.Here, the “quality
assessment” of the reduced models is performed with respect to a
consistent full model of each spacecraft. Detailed results are given for
BepiColombo, with summaries of the results for both spacecraft also
presented herein.
For the purposes of this investigation, the modes of interest have

been identified based solely on the modal effective mass of each
mode in the translational directions. Modes with a modal effective
mass of at least 1% in any translational direction have been selected as
target modes, as shown in Table 1 for BepiColombo and Aeolus. The
modal effective mass gives an indication to the level of participation
of each mode in the loads analysis and is often used to highlight
potentially significant modes for correlation [52]. In the case of
spacecraft reduced FEMs delivered for launcher-spacecraft CLAs,
adequate effective mass capture is deemed “mandatory” for adequate
representation of coupled behavior.
Initially, the starting sets of DOFs are those that correspond to the

original testMPPof accelerometer positions used during the spacecraft
sine-sweep tests.WithGuyan reduction, the number of reducedmodes
identified within the frequency range of interest is dependent onwhich
DOFs are being retained in the reduction; hence, MAC assessments
have been performed to determinewhich reduced modematched most
closely the corresponding selected full target mode (partitioned to the
MPPDOFs). It shouldbe noted that,whenusingMACtodetermine the
“best match” Guyan reduced mode for each target full (partitioned)
mode, itwas found that, in somecases, the same reducedmodegave the
highest MAC for more than one of the target modes. As a result, some
reducedmodes have been repeated in order that the bestmatch is given
for each target mode in turn. For the SEREP, only the selected target
modes have been included in the modal matrix used to derive the
reducedmodes; thus, only the required reducedmodes are present, and
no mode matching is required.
Comparisons have been made between the natural frequencies of

the full (partitioned) target modes and the reduced modes selected as
a best match to these targets based on MAC comparisons. Figure 2
illustrates the reduced model natural frequencies plotted against
those calculated from the full FEM for both BepiColombo (left) and
Aeolus (right).
The MAC for the matched reduced modes compared with the full

partitioned modes of BepiColombo is given in Fig. 3 for both Guyan

Table 1 Modal effective masses of selected target modes

BepiColombo Aeolus

Modal effective mass, % Modal effective mass, %

Frequency, Hz TX TY TZ Frequency, Hz TX TY TZ

12.68 0.66 25.96 0.02 15.96 42.35 0.02 0.00
13.01 25.30 0.73 0.00 16.62 0.02 45.31 0.00
26.50 4.79 0.23 0.00 40.94 0.00 6.89 0.02
27.12 2.40 0.55 0.00 41.30 0.00 3.40 0.02
27.68 1.21 0.00 0.00 48.95 1.50 0.00 0.02
28.43 0.02 8.97 0.07 54.58 2.39 0.14 0.32
32.43 0.11 0.10 1.21 55.63 0.75 0.15 6.76
33.44 0.00 0.12 5.96 56.94 3.65 0.20 0.00
35.82 0.33 1.14 0.08 58.68 0.47 0.58 1.65
37.03 2.91 0.01 2.94 60.00 0.00 0.00 1.84
37.19 0.36 0.19 3.38 61.47 0.00 0.15 1.46
37.55 2.19 0.16 0.05 63.86 0.08 0.00 5.43
37.77 0.50 0.52 13.15 64.35 0.47 0.00 22.90
38.01 0.00 1.13 1.61 64.69 5.45 0.07 2.47
44.07 0.02 0.03 1.32 69.60 0.01 1.04 0.01
44.37 0.16 2.34 0.01 84.64 0.26 0.05 3.65
45.01 0.00 0.00 1.20 85.01 0.02 0.03 1.52
49.10 0.08 0.03 6.95 85.23 0.02 0.01 8.33
49.77 0.00 0.12 1.03 — — — — — — — —

57.01 1.12 0.00 0.02 — — — — — — — —

57.17 2.10 0.00 0.02 — — — — — — — —

Note: TX, TYand TZ refer to the translational X, Y and Z directions.
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Fig. 1 BepiColombo (left) and Aeolus (right) during vibration test preparation [51].

Fig. 2 Natural frequencies (in hertz) for reduced vs full FEMs for BepiColombo (left) and Aeolus (right).

Fig. 3 MAC of reduced and full FEM mode shapes for BepiColombo: Guyan (left), and SEREP (right).
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and SEREP. The leading diagonal values provide an indication of

how well the “matched” reduced modes represent their targets
partitioned from the full FEM results. Figure 4 shows the ortho-

gonality check results obtained using the Guyan and SEREP reduced

TAMs. The reduced and fullmodes are again compared, but nowwith
the reduced mass matrix providing a relative weighting to the DOFs

and producing an orthogonality check, in which the offdiagonal
values are important indicators of the TAM quality. The full modes

are then compared with themselves, using both TAMs to give an

indication of the TAM quality.
From Fig. 2, it can be noted that, for the SEREP natural

frequencies, the points all lie on the diagonal, indicating a perfect

match. For the Guyan reduction, some points deviate from the
diagonal, indicating a difference between the reduced and full model

results. The natural frequencies of the Guyan reduced models match

the targets increasingly poorly as the frequency is increased: for
example, going from an almost exact match for the first target mode

of BepiColombo at 12.7 Hz to a maximum difference of 28% from
the target at 49.8Hz,with a similar trend found forAeolus. In general,

the static nature of the Guyan reduction, with the neglected inertia of

omitted DOFs, will be expected to lead to inaccuracies and
overprediction of natural frequencies as frequencies grow higher, but

these results serve to highlight the issue in the frequency range of

interest.

The MAC (Fig. 3) and COC (Fig. 4a) comparisons of the
partitioned full and Guyan reduced modes reveal a poor match in
modes other than the first few fundamental modes. This is a notable
finding, as it demonstrates the errors introduced as a result of the
reduction process, which means that the reduced model is not
representative of the full model. Thus, any comparisons between the
reduced FEM and test modes are not necessarily indicative of how
representative of the real spacecraft the full FEM actually is, even
with as many as approximately 400 and 300 test instrumentation
DOFs for BepiColombo and Aeolus, respectively.
In contrast, the SEREP method has also been implemented to

reduce the FEM to the test-measured DOFs. Here, the reducedmodel
matches the full model results for natural frequencies and mode
shapes exactly. This is an inherent aspect of the SEREP process and
means that the reduced model is representative of the full model,
making comparisons between the reduced model and test results
potentially more meaningful.

C. Kinetic Energy Sensor Placement Influence on FEM Reductions

Although the aforementioned results should to some extent be
expected, the findings serve to highlight the extent of the lack of
accuracy in the Guyan representation of the spacecraft dynamics
when themodel is reduced to theDOFs used in the original spacecraft
sine-sweep test MPP as used in practice. To determine whether these

Fig. 4 Cross-orthogonality results for BepiColombo using reduced TAMs: Guyan (left), and SEREP (right).
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results are indicative of inherent issues in using Guyan reduction for
large spacecraft applications or merely a consequence of poorly
selected sensor locations in the original MPP, the use of a different
sensor location set, selected on the basis ofmodal KE, is investigated.
To ensure comparisons are meaningful, the number of DOFs in this
new KE-based sensor set matches that of the original MPP. For
BepiColombo, this means approximately 400 DOFs selected based
on kinetic energy and, for Aeolus, a set of approximately 300 DOFs.
AutoMAC is the comparison of the full FEM mode shapes,

partitioned to the sensor setDOFs,with themselves through use of the
MAC correlation assessment criteria [1]:

AutoMAC � �ϕT
aϕa�2

�ϕT
aϕa� ⋅ �ϕT

aϕa�
(19)

The leading diagonal will, inherently, yield all unity as each mode
perfectly matches itself; it is therefore the offdiagonal terms that are
of interest. High offdiagonals indicate a lack of independence
between the mode shapes, and therefore imply a potentially poor
choice of sensor locations. As such, low offdiagonals reveal a good
level of independence between the modes for the selected MPP.
Figure 5 shows three-dimensional (3-D) bar plots of AutoMAC

comparisons for the BepiColombo spacecraft targetmodes (as identi-
fied in Table 1). The first image, on the left, shows the AutoMAC for

the original MPP; whereas the image on the right is the result of
comparisons made using the set with approx. 400 DOFs (the same

number ofDOFs as the fullMPP) selected from the FEMbased on the

KE method described previously. It can be seen that there are some
higher offdiagonal values in the right-hand image compared to those

on the left plot. The same deterioration was found for the Aeolus
spacecraft when the KE rather than MPP DOF set was applied, as

summarized in Table 2. This indicates that the KE method has

resulted in a sensor set that makes distinguishing the different modes
more difficult than it was for the original MPP. This was to be

expected, as the KE method did not optimize based on linear

independence between modes but purely on mode signal strength.
The MAC comparisons for BepiColombo of the full model target

mode shapes, partitioned to these new KE DOF sets, with the best
matched Guyan reducedmodes are given in Fig. 6. The original MPP

MAC plot is also included again for comparison. The corresponding

COCs, performed using the respective Guyan TAMs, are given in
Fig. 7. For added clarity, these results are also summarized in Table 2.
The use of modal kinetic energy to determine a new sensor set

placement has not resulted in a marked improvement in the accuracy
of the Guyan TAM at representing the full FEM. For BepiColombo,

the summary in Table 2 reveals no notable improvement in
orthogonality check results. There was a slight improvement in the

MAC between reduced and corresponding target modes; however,

Fig. 5 AutoMAC for BepiColombo target modes: MPP DOFs (left), and KE DOF selection (right).

Table 2 Summary of results for KE selected reduced sensor sets for both spacecraft

MAC AutoMAC Orthogonality check with Guyan TAM

Full vsGuyan reducedmodes Full vs full modes Full vs Guyan reducedmodes Full vs full modes

Original MPP KE selected Original MPP KE selected Original MPP KE selected Original MPP KE selected

BepiColombo

Diagonals Maximum 0.9960 0.9956 1.0000 1.0000 0.9989 0.9988 1.0000 1.0000
Minimum 0.1885 0.0129 1.0000 1.0000 0.0256 0.0621 1.0000 1.0000
Average 0.5179 0.5791 1.0000 1.0000 0.5422 0.4845 1.0000 1.0000
% ≥ 0.9 9.52 23.81 100.00 100.00 19.05 9.52 100.00 100.00

Offdiagonals Maximum 0.7716 0.9922 0.3933 0.9012 0.8173 0.7424 0.6195 0.3849
Minimum 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0002
Average 0.0235 0.0445 0.0184 0.0394 0.0425 0.0431 0.0383 0.0292
% ≤ 0.1 94.76 87.86 94.76 90.00 90.00 90.24 92.86 94.29

Aeolus

Diagonals Maximum 1.0000 0.9965 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Minimum 0.1433 0.2529 1.0000 1.0000 0.1741 0.0034 1.0000 1.0000
Average 0.4607 0.7140 1.0000 1.0000 0.6277 0.5656 1.0000 1.0000
% ≥ 0.9 11.11 44.44 100.00 100.00 22.22 44.44 100.00 100.00

Offdiagonals Maximum 0.7559 0.9859 0.9786 0.9696 0.9583 0.7476 0.9875 0.3518
Minimum 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0002 0.0001
Average 0.0378 0.0841 0.0247 0.0677 0.0891 0.0344 0.0682 0.0252
% ≤ 0.1 88.89 77.78 96.73 77.12 76.14 90.85 81.70 94.12
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Fig. 6 MAC for BepiColombo full vs Guyan reduced target modes: MPP (left), and KE selected (right).

Fig. 7 Orthogonality checks for BepiColombo using Guyan TAM: MPP (left), and KE selected (right).
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this was at the cost of less independence between target modes. For
Aeolus, the potential benefits of the modal KE approach to sensor
placementweremore pronounced; with general increases in diagonal
terms and decreases in average offdiagonal COC values. Overall,
however, it was still observed that, even with this optimized reduced
DOF selection, the Guyan reduction did not achieve an accurate
representation of the full system for more than a few of the target
modes of either spacecraft.
It should be noted that these comparisons have focused on Guyan

reduction and the SEREP has not been included. This is the case
because the SEREP produces reduced analytical mode shapes and a
reduced TAM, which inherently achieved perfect orthogonality with
respect to the full FE model modes, regardless of sensor selection.
Any SEREP results would only serve to confirm the results in Figs. 3
and 4 and, as such, are omitted here for brevity.

D. Effective Independence Sensor Placement Influence on FEM Re-
ductions

The sensor set locations can have an influence on the quality of
TAMgenerated throughmodel reduction. The influence of sensor set
placement for optimum linear independence betweenmodes has also
been investigated through the use of the two newly generated sensor
sets per spacecraft. For BepiColombo, these sets comprise the best
case (approximately 200 DOFs chosen in an EFI method selection
based on a candidate set of the original approximately 400 DOFs in
the BepiColombo MPP) and an alternative set with the remaining
approximately 200 DOFs, which were eliminated in the EFI
selection. Likewise for Aeolus, the same approach has been applied
to obtain two subsets of approximately 150 DOFs each from the
original approximately 300 DOF MPP. To assess the linear inde-
pendence of target modes, which the EFI method aims to optimize,
AutoMAC checks are performed.
Figure 8 shows 3-D bar plots of AutoMAC comparisons for the

BepiColombo spacecraft target modes (as identified in Table 1). The
original MPP had approximately 400 accelerometers; therefore,
the original FEMwas reduced to approximately 400DOFs.Here, this
has been reduced further to include only approximately 200 DOFs,
selected from the candidate set of original approximately 400 DOFs
in the MPP. The first image, on the left, shows a selection derived
from the DOFs eliminated by the EFI method; whereas the second
image, on the right, is the result of the other DOFs selected using the
EFI method. It can be seen that, although there are still some
noticeable offdiagonal values in the right-hand image, these are
significantly reduced from those on the left plot. The left plot in Fig. 8
shows that the EFI selected DOF set results in a plot closely
resembling the AutoMAC for the full MPP, as given previously in
Fig. 5, further highlighting the lack of independent information
contained in the EFI omitted DOF set. The same improvement is

found for the Aeolus spacecraft. This comparison can be useful to
check the independence of modes resulting from proposed MPPs,
and is therefore a valuable aid in comparing different sensor set
location options.
When the Guyan reduction process is applied for the new smaller

sensor subsets, even fewer distinct modes are identified by the finite
element modal analysis in the frequency range of interest than for the
original MPP, as shown in Table 3. It should also be noted that, for
both spacecraft, the FEA is able to identify significantly more
reduced modes for the EFI selected DOF set than that of the DOFs
eliminated by the EFI method.
The MAC comparisons for BepiColombo of the full model target

mode shapes, partitioned to these new smaller DOF sets, with the
best-matched Guyan reduced modes are given in Fig. 9. The
corresponding COCs, performed using the respective Guyan TAMs,
are given in Fig. 10. For added clarity, these results are also
summarized in Table 4.
The aforementioned results show that, even within the initial

BepiColombo MPP sensor set, there is a notable difference in the
quality of reduced Guyanmodel, depending on the selected subset of
sensors. For both spacecraft, a higher percentage of the leading
diagonal terms are over 0.9 for the EFI selected sensor set, and the off-
diagonals are lower, both for the AutoMAC and for the orthogonality
checks, compared to the alternative sensor set.
Again, these comparisons have focused only on the quality of Guyan

reduced TAMs, as the SEREP produces reduced mode shapes and
reduced TAMs, which inherently achieve perfect match and are
orthogonal to the partitioned full mode vectors for any reducedDOF set.

E. Comparisons of Test and FEM Using Both Guyan and SEREP Re-
duction Methods

All of the previous results presented herein have demonstrated the
ability of the reduced TAM to represent the full FEM for the purpose
of COCs solely through FEM-only comparisons. The same Guyan
and SEREP reduced TAMs used in those investigations have also
been used to compare the FEMmode shapes (fromanalyses of the full
models, with the modal vectors partitioned to the required DOFs
matching the testmeasured locations)with themode shapes extracted
from the test measured data.
The experimental results used in these comparisons are derived

fromdata captured fromMPPaccelerometers used during base-shake
sine-sweep testing of the considered spacecraft. To obtain modal
information from the resulting frequency response function (FRFs),
appropriate curve-fitting methods were employed. In this case, the
focus is on comparison with FEM normal modes; as such, the
normalized testmodes are extracted. Themodal parameter estimation
is of particular importance given the high modal density, particularly
with BepiColombo, requiring the implementation of MDOF curve-

Fig. 8 AutoMAC for BepiColombo target modes: EFI eliminated (left), and EFI selection (right).
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fitting techniques [53].As such, the extraction ofmode shapes used in

this study is achieved mainly through the use of the polyreference

least-squares complex frequency method [54], which is a popular

approach for structures such as those considered herein. Despite the

use of one of the most popular current methods, the modal extraction

provides only a “best-fit” estimation of the test modes from the

available data [50].

As for the purely analytical comparisons presented in the previous

section, again, the COCs have been conducted for: 1) the full MPP

sets, containing all of the DOFs at which accelerometers captured the

response of the structural thermal models; 2) the EFI selected half-

sets, which resulted from applying the EFI method to the MPPs in

order to identify the “best half” DOFs from the MPP; and 3) the EFI

eliminated half-sets, which were those remaining “worst half”DOFs

that were not selectedwhen the EFImethodwas applied to theMPPs.

The modes of interest have again been selected on the basis of

modal effective mass, with FEM modes achieving greater than 5%

meff in any translational direction (see Table 1) and the best matching

corresponding test modes being included in the test–FEM com-

parison. The results are summarized in Table 5.

From Table 5, it should be noted that, despite only containing half

of theDOFs, the EFI selectedDOF set achieves very similar results to

Table 3 Number of modes identified in Guyan reduced model in FEA frequency range of interest

BepiColombo Aeolus

Type of run DOFs used
Number of DOFs
(approximate)

No. of modes in FEA
(0–100Hz)

Number of DOFs
(approximate)

No. of modes in FEA
(0–100Hz)

Full run Full model 100 s of thousands 247 100 s of thousands 197
Guyan reduction MPP 400 105 300 50
Guyan reduction KE from full model 400 125 300 88
Guyan reduction EFI selected from MPP 200 93 150 46
Guyan reduction EFI omitted from MPP 200 37 150 11

Fig. 9 MAC for BepiColombo full vs Guyan reduced modes: EFI selected (left), and EFI eliminated (right).

Table 4 Summary of results for EFI selected reduced sensor sets for both spacecraft

MAC AutoMAC Orthogonality check with Guyan TAM

Full vs Guyan reduced modes Full vs full modes Full vs Guyan reduced modes Full vs full modes

EFI selected EFI eliminated EFI selected EFI eliminated EFI selected EFI eliminated EFI selected EFI eliminated

BepiColombo

Diagonals Maximum 0.9937 0.9918 1.0000 1.0000 0.9981 0.9950 1.0000 1.0000
Minimum 0.2266 0.1439 1.0000 1.0000 0.0183 0.4225 1.0000 1.0000
Average 0.5616 0.4550 1.0000 1.0000 0.6011 0.6629 1.0000 1.0000
% ≥ 0.9 14.29 9.52 100.00 100.00 19.05 14.29 100.00 100.00

Offdiagonals Maximum 0.8739 0.9918 0.4303 0.8434 0.8727 0.9274 0.6068 0.8994
Minimum 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0006
Average 0.0246 0.0887 0.0201 0.0597 0.0459 0.1524 0.0472 0.1536
% ≤ 0.1 95.24 80.95 94.76 86.67 90.48 54.29 88.57 46.67

Aeolus

Diagonals Maximum 1.0000 0.9993 1.0000 1.0000 1.0000 0.9997 1.0000 1.0000
Minimum 0.1567 0.2418 1.0000 1.0000 0.1654 0.1842 1.0000 1.0000
Average 0.4771 0.5793 1.0000 1.0000 0.6299 0.6822 1.0000 1.0000
% ≥ 0.9 11.11 16.67 100.00 100.00 22.22 16.67 100.00 100.00

Offdiagonals Maximum 0.7620 0.9039 0.9787 0.9875 0.9565 0.9249 0.9871 0.9934
Minimum 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0003 0.0002
Average 0.0372 0.1209 0.0268 0.1090 0.0918 0.2079 0.0713 0.2614
% ≤ 0.1 90.85 69.93 94.12 67.32 74.51 49.35 79.08 28.76
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the full MPP set. This is most clearly evident for Aeolus, but it is also
demonstrated in the average, maximum, and minimum diagonal
values for BepiColombo.
Both the full MPP and EFI selected sets show the SEREP TAM

achieves markedly higher leading diagonal values than the
orthogonality checks conducted with Guyan TAM, but at the cost
of the offdiagonal values also being slightly higher for the SEREP
than Guyan. For the EFI eliminated sets, these trends are reversed,
with higher cross-orthogonality values in Guyan (both diagonal and
offdiagonal) and lower diagonal values for the SEREP. It should,
however, be noted that the Guyan reduced TAMs used to generate the
EFI eliminated results are those demonstrated previously (see
Table 4) as giving the poorest representation of the full FEM.
It should be reiterated that, in practice, the ultimate purpose of

these COCs is the correlation and update of the FEM for use in
subsequent analyses to ensure the structure is able towithstand events
that cannot be fully replicated in the test environment. As such, it is
vital that the reduced models are giving a true representation of the
full FEM in order that genuine differences between test and FEM are
highlighted for further investigation, as well as being robust enough
not to be adversely influenced by inevitable minor inconsistencies in
test and FEM responses.
During correlation activities, it was found thatmany of the required

FEM updates, identified through examination of many correlation
criteria including COCs such as those presented herein, related to

issues with initial modeling assumptions [55]. One of the more
common issues in both spacecraft FEMs was the internal boundary
conditions, particularly in relation to internal joints represented
through the use of rigid-body RBE2 elements. The common
application of “RBE2 spiders” to provide connections was found, in
certain cases, to result in the introduction of “point flexibilities” at the
connecting nodes/grid points of the FEM structure. In BepiColombo,
for example, the result was that the eigenfrequencies of some regions
of the structure were lower than was seen in the test. Although, in
itself, this could be considered a relatively minor issue, this localised
frequency shift meant that some local modes, which in the test
occurred at different frequencies, were seen to arise at the same
frequency as each other in the FEM. As a result, in certain cases,
different regions of the FEM were found to interact together and
demonstrate local modal coupling which was not representative of
the behavior observed during the test. Additionally, the assumptions
surrounding the addition of nonstructural mass also required a FEM
update in order to address similar unrepresentative coupling of local
modes. In the case of BepiColombo, themanner of using a “smeared”
nonstructural mass to represent the multilayer insulation on a panel
resulted in unrepresentative coupling with the vibration modes a
pressurant tank, which had been modeled with lumped mass and had
not provided the correct moment of inertia. Identifying issues such as
these with the FE modeling was essential in order to have confidence
that the FEMwas reliable for further analyses. This served to underline

Fig. 10 Orthogonality checks for BepiColombo using Guyan TAM: EFI selected (left), and EFI eliminated (right).
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howcrucial itwas to apply correlation techniques thatweremeaningful
and understood rather than focusing on meeting arbitrary criteria
through means that might not be representative, such as was
demonstrated for the use of Guyan reduction on applications such as
those considered in this work.

IV. Conclusions

In this work, the traditional Guyan reductionmethod was compared
with a modal SEREP approach for FEMs of two spacecraft:
BepiColombo andAeolus. For the original testMPPDOFs, theGuyan
reduced models matched poorly with the full models, only achieving
MAC in excess of 0.9 for approximately 10% of the selected target
modes for both spacecraft. When a kinetic energy approach was
adopted to obtain a new sensor set (with the same number of DOFs as
the original MPPs), this percentage increased to over 23% for
BepiColombo and 44% forAeolus.As such, it was shown that amodal
KE-based sensor set selection had the potential to slightly improve the
quality of results from Guyan reduction. It was, however, important to
note that there was still a significant difference in the results between
full and Guyan reduced models. This discrepancy between full and
Guyan reduced models might undermine the use of Guyan TAMs in
COCs intended to assess the level of correlation between the test
structure dynamics and those of the full FEM.
To further study the influence of sensor placement on reduced

model quality, the original MPPs for both spacecraft were treated as
candidate sets, and smaller sets (half the size) were selected by
effective independence: an optimized set (selected from the MPP
based on independence), and a worst-case set, containing the
remaining half of the MPP (omitted during optimization for dis-
playing poor effective independence). TheAutoMACchecks showed
significantly lower offdiagonals with the selected DOFs than with
those eliminated in the effective independence selection. The Guyan
reduction-based orthogonality check offdiagonal values were also
markedly lower for the effective independence selected set than for
the worst-case omitted set. Although the improvement was slightly
less pronounced for the leading diagonal values, it was nevertheless
evident that effective independence had the potential to be a useful
tool in refining sensor sets.
The SEREP method is theoretically advantageous in that, regard-

less of the sensor placement, it inherently produces an accurate TAM,
in which the natural frequencies and mode shapes match exactly to
those of the full FEM and there is perfect orthogonality with the
reduced mass matrix. The potential practical benefits of the SEREP
are confirmed through the cross-orthogonality comparisons of FEM
results with corresponding test-derived mode shapes. For both of the

structures considered, it is evident that, when good sensor placement
is employed, the SEREP produces consistently higher leading
diagonal cross-orthogonality values than the Guyan TAMs.
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